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Abstract—Computer systems linked to the Internet are
confronted with a plethora of security threats, ranging from
classic computer worms to involved drive-by downloads and
bot networks. In the last years these threats have reached a
new quality of automatization and sophistication, rendering
most defenses ineffective. Conventional security measures that
rely on the manual analysis of security incidents and attack
development inherently fail to provide a timely protection from
these threats. As a consequence, computer systems often remain
unprotected over longer periods of time.

The field of machine learning has been considered an ideal
match for this problem, as learning methods provide the ability
to automatically analyze data and support early detection of
threats. However, only few research has produced practical
results so far and there is notable skepticism in the community
about learning-based defenses. In this paper, we reconsider the
problems, challenges and advantages of combining machine
learning and computer security. We identify factors that are
critical for the efficacy and acceptance of learning methods in
security. We present directions and perspectives for successfully
linking both fields and aim at fostering research on intelligent
security methods.

I. INTRODUCTION

The amount and diversity of security threats in the Internet
has drastically increased. While only few years ago most
attacks have been developed for fun rather than profit, we are
now faced with a plethora of professional security threats,
ranging from stealthy drive-by downloads to massive bot
networks. These threats are employed by an underground
economy for illegal activities, such as theft of credit card
data, distribution of spam messages and denial-of-service
attacks [see 1, 2]. As part of this development, attacks
and malicious software have been systematically advanced
in automatization and sophistication. Today’s attack tools
comprise a wide range of functionality, including various
techniques for propagation, infection and evasion.

This change in the threat landscape confronts computer
security with new challenges. Basically, computer security
can be viewed as a cyclic process, which starts with the
discovery of novel threats, continues with their analysis and
finally leads to the development of prevention measures
(Figure 1). This process builds on manual processing of
data, that is, security practitioners take care of updating
detection patterns, analyzing threats and crafting appropriate

defenses. With the growing automatization of attacks, how-
ever, this cycle increasingly gets out of balance. The amount
and complexity of threats renders manual inspection time-
consuming and often futile. Thus, only a minor fraction of
novel security threats is sufficiently analyzed for protecting
computer systems in the future (arrows in Figure 1).
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Figure 1: Computer security as a cyclic process.

Clearly, there is a need for techniques that help to
analyze and fend off novel threats more quickly. If the
attackers are systematically automatizing their instruments,
why not try the same in the context of defense? The
field of machine learning has been considered an ideal
match for this problem, as learning methods are able to
automatically analyze data and provide timely decisions, for
example when identifying attacks against services [3, 4] or
web browsers [5, 6]. Unfortunately, many researchers have
exploited security solely as a playground for benchmarking
learning methods, rather than striving for practical solutions.
Despite a large body of work, only few research has pro-
duced practical results and there is notable skepticism in the
security community about machine learning [7, 8].

In view of the possible advantages of learning-based
defenses and the demand for alternative security measures,
its worth reconsidering the combination of computer security
and machine learning. In this paper, we study the problems,
challenges and perspectives of linking the two fields. We
identify key factors that contribute to the efficacy and
acceptance of learning methods in security. While previous
work has largely focused on making learning effective, we
also emphasize the need for transparent and controllable



methods that can assist a human expert during analysis.
Based on these observations, we present directions for future
work on combining learning and security, where we point
out new perspectives in detecting, analyzing and preventing
security threats.

II. PROBLEMS AND CHALLENGES

Computer security fundamentally differs from other appli-
cation domains of machine learning. The sound application
of a learning method requires carefully addressing various
constraints that are crucial for operating a security system in
practice. While the performance of machine learning in other
areas is often determined by a single quality, such as the
classification accuracy, security involves several factors that
require attention. Sommer and Paxson [8] have studied some
of these factors for network intrusion detection. We extend
this work to the generic application of machine learning and
identify five key factors that impact the efficacy of learning-
based security systems.

(a) Effectivity: First, any learning method applied in
the context of security needs to be effective—either
in detecting, analyzing or preventing threats. In
contrast to other areas, this effectivity is highly
problem-specific and may involve several quality
metrics. For example, an intrusion detection system
must accurately identify attacks as well as attain a
reasonable low false alarm rate, as otherwise it is
inapplicable in practice.

(b) Efficiency: A second important factor is efficiency. The
main motivation for using learning methods in security
is their ability to automatically provide results. Thus,
learning needs to be fast to achieve a benefit over
conventional security techniques. A good example is
the work of Bayer et al. [9] which systematically
improves the run-time performance of a clustering
method for malicious software [10].

The majority of previous research has focused on these
two factors when considering learning in security applica-
tions. Operating a system in practice, however, also requires
addressing demands of practitioners. A main reason for the
lack of machine learning in practical security is that effec-
tivity and efficiency alone are not sufficient for designing
successful security systems.

(c) Transparency: One central aspect is transparency. No
practitioner is willing to operate a black-box system,
which fails to provide explainable decisions. Fortu-
nately, machine learning is not per se opaque and there
exist several approaches for explaining the decisions
of learning methods. One example is the visualization
developed by Rieck and Laskov [11] which enables
explaining the decisions of several learning-based in-
trusion detection systems.

(d) Controllability: Many security experts are deterred
by the idea of handing over control to a learning
method. This concern reflects a relevant problem of
machine learning in security: learning-based systems
must retain control of the operator, such that false
decisions can be immediately corrected and the
system adapted to dynamics in the environment. A
key to this problem is changing the role of machine
learning from operating totally autonomously to being
actively supervised by a human expert.

(e) Robustness: Finally, any extension to a security system
will become a target of attacks itself. Hence, machine
learning must also deal with the problem of being
attacked, for example, if an adversary tampers with
the learning process or tries to evade detection and
analysis [12, 13]. If considered during the design
however, learning methods can be constructed in a
robust manner and withstand different attack types,
for example by randomization [14] and diversification
[15] of the learning process.

We need to note here that none of these factors is new
in the field of computer security and actually any practical
security system should address these key factors—whether
it applies machine learning or not. It thus comes as no
surprise that even many conventional security instruments
fail to satisfy all factors equally well. For example, many
tools for attack detection suffer from false alarms and
analysis systems for malicious software are often vulnerable
to evasion. Nevertheless, it is a pity that a substantial body
of previous work on learning for security has ignored these
factors and there is a clear demand for research that brings
the promising capabilities of machine learning to practical
security solutions.

III. PERSPECTIVES AND APPLICATIONS

Based on these observation, we are ready to explore
perspectives for machine learning in computer security. In
view of the presented constraints and problems, this research
is quite challenging and demanding. Sommer and Paxson [8]
thus suggest to apply machine learning solely as a tool for
preprocessing data. However, the ability of machine learning
to provide protection from novel threats, only comes into
effect if learning methods are deployed in the first front
of defenses. Consequently, we herein argue that machine
learning resembles a tool for directly strengthening the full
cycle of computer security (Figure 1)—provided practical
constraints and factors are carefully addressed.

In the following, we give a brief description of some
promising applications of machine learning, including the
detection of unknown network attacks, the automatic analy-
sis of malicious software and the assisted search for vulner-
abilities in software.



Proactive Detection of Attacks: One of the main advan-
tages of machine learning over regular security techniques
is its ability to detect anomalous events and identify novel
attacks. Starting with the seminal work of Denning [16],
learning methods for anomaly detection have been applied
in different contexts of security. In particular, for network
intrusion detection several methods have been developed
which attain remarkable effectivity in practice [3, 4, 15].
However, all of these methods operate as black-box systems
and do not provide interfaces for controlling and amending
the detection process.
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Figure 2: Schematic depiction of proactive threat detection.

A first step towards improving the practicability is thus
the development of transparent anomaly detection methods
which enable understanding and adapting their detection
models during operation. One direction for addressing this
problem is linking learned models back to their underlying
features, for example, by automatically transforming statis-
tical models into equivalent string patterns and rules. In
contrast to numbers and vectors, strings and rules can be
easily adapted and thereby allow an operator to carefully
refine learning models in practice.

A further addition is the combination of anomaly de-
tection and proactive techniques, such as server-based and
client-based honeypots. Honeypots allow to automatically
monitor malicious activity and provide a valuable source for
training and calibrating learning methods. If combined with
techniques for semi-supervised anomaly detection, these
information can be directly fed into the learning process.
For example, malicious web sites detected using honeypots
and sandboxes [5, 17] can be transferred to a learning-based
web proxy [e.g., 6] to create a dynamic defense against
the threat of drive-by-download attacks. A corresponding
detection system is illustrated in Figure 2.

Automatic Analysis of Threats: Another promising area
for the application of learning in security is the analysis of
threats. Security researchers are swamped by the amount
of malicious activity in the Internet. Whether analyzing
malicious programs, faked profiles in social networks or
web pages of spam campaigns, in many settings there are
thousands of data instances per day that need to be analyzed
and fit into a global picture of threats. Machine learning
can greatly assist in this process and provide a valuable
instrument for accelerating threat analysis.

In particular, the automatic analysis of malware has
proved to be a fruitful ground for learning. In the last
years techniques for automatic classification and clustering
of malware have been developed [9, 10, 18] which allow to
identify malware variants as well as discover new families of
malicious software. However, grouping malware into classes
is only a one step in defending against malicious code.
What is needed are analysis techniques that extract relevant
information from these groups and propose patterns for
signature generation to the analyst. Hence, novel learning
systems need to be developed that automatically extract
discriminative patterns from malicious code and guide the
construction of anti-malware signatures.

While clustering has been studied for analysis of mali-
cious programs, malicious web pages and malicious network
flows, none of these approaches provides the ability to
selectively correct the learned grouping. Often however, a
security expert can clearly indicate some instances of a
sample that need to be grouped into the same cluster and
identify pairs that should to be placed in different groups.
Currently, this information is lost. A possible direction of
research hence lies in semi-supervised clustering methods
that group data instances into clusters while at the same
time satisfying the constraints given by a human expert. A
corresponding system is illustrated in Figure 3.
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Figure 3: Schematic depiction of automatic threat analysis.

Assisted Discovery of Vulnerabilities: A third area for
application of machine learning that has received almost no
attention so far is the discovery of vulnerabilities. Secu-
rity ultimately aims at eliminating threats and thus finding
vulnerabilities is a crucial step for protecting computer
systems. The search for security flaws is usually carried
out in one of two extremes: on the hand vulnerabilities
are often discovered in a brute-force manner using fuzzing
techniques, whereas on the other hand security researchers
devote considerable time into manually tracking down soft-
ware vulnerabilities in program code.

Machine learning can help in establishing a link between
these contrasting workflows. Instead of blindly scanning for
possible vulnerabilities, the search may be actively guided
by learning methods that incorporate knowledge about prob-
lematic programming constructs and known vulnerabilities
of similar software. For example, known flaws in a web
browser may be used to discover similar though not identical



vulnerabilities in the code of another browser. Similarly,
an expert may actively control the search of a learning-
based auditing tool, once positive or negative results are
reported. A schematic depiction of this concept is illustrated
in Figure 4.
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Figure 4: Schematic depiction of vulnerability search.

IV. CONCLUSIONS

In conclusion, we can note that computer security and ma-
chine learning are far from being “worst enemies”. Instead,
there is good hope to make them “best friends” in the near
future. To this end, the proposed directions and perspectives
for linking the two fields are currently explored by a group of
security and learning researchers at Technische Universität
Berlin and soon at the University of Göttingen.

While this paper can not generally rule out the difficulties
of applying machine learning in the field of security, it
pinpoints the relevant challenges and advantages of linking
the two and aims at fostering interesting security research
to keep abreast of future attack developments.
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